Magnetic behavior of a mixed spin-1 and spin-72 Blume–Capel model on the Bethe lattice in the presence of an applied magnetic field

M. Karimou, R. A. Yessoufou, F. K. Guedje, C. Ainamon & F. Hontinfinde

To cite this article: M. Karimou, R. A. Yessoufou, F. K. Guedje, C. Ainamon & F. Hontinfinde (2016): Magnetic behavior of a mixed spin-1 and spin-72 Blume–Capel model on the Bethe lattice in the presence of an applied magnetic field, Phase Transitions, DOI: 10.1080/01411594.2016.1179739

To link to this article: http://dx.doi.org/10.1080/01411594.2016.1179739

Published online: 05 May 2016.
Magnetic behavior of a mixed spin-$1$ and spin-$\frac{7}{2}$ Blume–Capel model on the Bethe lattice in the presence of an applied magnetic field

M. Karimou$^{a}$, R. A. Yessoufou$^{a,b}$, F. K. Guedje$^{a,b}$, C. Ainamona$^{a,b}$, and F. Hontinfinde$^{a,b}$

$^a$Institute of Mathematics and Physical Sciences (IMSP), Dangbo, Republic of Benin; $^b$Department of Physics, University of Abomey-Calavi, Abomey Calavi, Republic of Benin

ABSTRACT
The mixed spin-$1$ and spin-$\frac{7}{2}$ Blume–Capel model is investigated on the Bethe lattice in the presence of an external magnetic field $h$. The ground-state phase diagram which may be useful to explore interesting domains of the temperature phase diagrams of the model is constructed. The order parameters, the response functions, the internal energy and the free energy are thoroughly examined in order to characterize the nature of the phase transitions and to obtain the corresponding temperatures. Then, in the absence of the magnetic field, the temperature phase diagrams are displayed in the case of equal crystal field on the $(kT/J, D/J)$ plane when $q = 3, 4$ and $6$. The model exhibits first-order and second-order phase transitions and tricritical points where transition lines are connected. Besides these transitions, the system also shows compensation points for appropriate values of the model parameters.

1. Introduction
In the last five decades, the Ising model has been one of the most largely used model to describe critical behaviors of several systems in nature. Recently, several extensions have been made in the spin-$\frac{1}{2}$ Ising model to describe a wide variety of systems. For example, the models consisting of mixed spins with different magnitudes are interesting extensions, forming the so-called mixed-spin Ising class. [1–5] Beyond that, magnetic materials have numerous and important technological applications: they find wide use in information storage devices, microwaves communication systems, electric power transformers and dynamo, and high-fidelity speakers.[6–9] Thus, in response to this increasing demand placed on the performance of magnetic solids, there has been a surge of interest in molecular-based magnetic materials.[10–13] Indeed, the discovery of the latter [14] has been one of the advances in modern magnetism. Many magnetic materials have two types of magnetic atoms regularly alternating which exhibit ferrimagnetism. In this context, a good description of their physical properties is given by means of mixed-spin configurations. The interest in studying magnetic properties of these materials is due to their reduced translational symmetry rather than to their single-spin counterparts, since they consist of two interpenetrating sublattices. Thus, ferrimagnetic materials are of great interest due to their possible technological applications and from a fundamental point of view. These materials are modeled by mixed-spin Ising models that can be built up by...
infinite combinations of different spins, where the pairs constituted by spins with small values are the simplest: \( \left( \frac{1}{2}, 1 \right), \left( \frac{1}{2}, \frac{3}{2} \right), \left( 1, \frac{3}{2} \right), \left( 2, \frac{3}{2} \right), \left( 2, \frac{5}{2} \right) \) and so on.

There are many studies on mixed-spin Ising systems aiming to explain the physical properties of disordered systems. In this regard, there has been great interest in the study of magnetic properties of systems formed by two sublattices with different spins and crystal-field interactions.[15] Theoretically, such systems have been widely studied by a variety of methods, e.g. effective-field theory,[16–21] mean-field approximation,[22–26] renormalization group technique,[27,28] numerical simulations based on Monte Carlo (MC) [29–33] and exact recursion equations.[34–40] A more recent interest is to extend such investigations into a more general mixed-spin Ising model with one constituent spin-1 and the other constituent spin-\( \frac{7}{2} \). In this context, Hadey [25] presented a mean-field theory based on the Bogoliubov inequality for Gibbs free energy study to elucidate only crystal field and magnetic field effects on the thermodynamic quantities, particularly on the existence and induction of compensation temperatures. Recently, Karimou et al.[39] studied the Blume—Capel version of the same model with two different single-ion anisotropies and found interesting results.

In the present work, we adopt the exact recursion equations technique to study the magnetic properties of the mixed spin-1 and spin-\( \frac{7}{2} \) Ising model with equal crystal field on the Bethe lattice in the presence of a magnetic field. The purpose of this work is to analyze the influence of the crystal field and the magnetic field on the physical properties of the model.

The remainder of this work is arranged as follows. In Section 2, the formulation of the model on the Bethe lattice is specified and all the thermodynamical quantities of interest are calculated in terms of recursion relations. In the next section, a brief definition of the critical temperature of the model is given. Illustrations and discussions of numerical results are presented in Section 4. The last section is devoted to conclusion.

2. Description of the model on the Bethe lattice

The mixed-spin system on the Bethe lattice is shown in Figure 1. We consider the mixed spin-1 and spin-\( \frac{7}{2} \) system consisting of two sublattices A and B. The sites of sublattice A are occupied by atoms of spins \( S_i \), where \( S_i = \pm 1, 0 \). Those of the sublattice B are occupied by atoms of spins \( \sigma_j \), where \( \sigma_j = \pm \frac{7}{2}, \pm \frac{5}{2}, \pm \frac{3}{2}, \pm \frac{1}{2} \). In our case, the Bethe lattice is arranged such that the central spin is spin-1 and the next generation spin is spin-\( \frac{7}{2} \) and so on to infinity. Thus the Ising Hamiltonian of

![Figure 1](image-url). The mixed-spin Ising model consisting of two different magnetic atoms with spins values \( s_i = 1 \) and \( \sigma_j = \frac{7}{2} \) respectively, defined on the Bethe lattice with coordination number \( q = 3 \).
such model on the Bethe lattice may be written as

\[ H = -J \sum_{(ij)} \sigma_i \sigma_j - D \left[ \sum_i S_i^2 + \sum_j \sigma_j^2 \right] - h \left[ \sum_i S_i + \sum_j \sigma_j \right], \tag{1} \]

where \( J < 0 \) is the bilinear exchange coupling interaction strength. \( D \) and \( h \) are, respectively, the single-ion anisotropy (crystal field) and the longitudinal magnetic field acting on spins of the model.

In order to formulate the problem on the Bethe lattice, the partition function is the main ingredient which is given as

\[ Z = \sum \exp \left[ \beta \left( \sum_{<ij>} \sigma_i \sigma_j + D \left( \sum_i S_i^2 + \sum_j \sigma_j^2 \right) + h \left( \sum_i S_i + \sum_j \sigma_j \right) \right) \right]. \tag{2} \]

If the Bethe lattice is cut at the central spin \( S_0 \), it splits into \( q \) disconnected pieces. So, the partition function on the Bethe lattice can be written as

\[ Z = \sum_{S_0} \exp \left[ \beta(DS_0^2 + hS_0) \right] g_n^q(S_0), \tag{3} \]

where \( S_0 \) is the central spin value of the lattice, \( g_n(S_0) \) is the partition function of an individual branch and the suffix \( n \) represents the fact that the sub-tree has \( n \) shells, i.e. \( n \) steps from the root to the boundary sites. If we continue to cut the Bethe lattice on sites \( \sigma_1 \) and \( S_2 \) which are, respectively, the nearest and next nearest of the central spin \( S_0 \), we can obtain the recurrence relations for \( g_n(S_0) \) and \( g_{n-1}(\sigma_1) \) as follows:

\[ g_n(S_0) = \sum_{\{\sigma_1\}} \exp \left[ \beta(JS_0 \sigma_1 + DS_1^2 + h \sigma_1) \right] [g_{n-1}(\sigma_1)]^{q-1}, \tag{4} \]

\[ g_{n-1}(\sigma_1) = \sum_{\{S_2\}} \exp \left[ \beta(JS_2 \sigma_1 + DS_2^2 + h S_2) \right] [g_{n-2}(S_2)]^{q-1}. \tag{5} \]

Now we explicitly calculate some \( g_n(S_0) \) and \( g_{n-1}(\sigma_1) \) as follows:

\[ g_n(\pm 1) = \sum_{\{\sigma_1\}} \exp \left[ \beta(\pm JS_1 + DS_1^2 + h \sigma_1) \right] [g_{n-1}(\sigma_1)]^{q-1} \]

\[ = e^\left( \frac{7J}{2} + \frac{49}{4}D + \frac{7}{2}h \right) [g_{n-1}(\frac{7}{2})]^{q-1} + e^\left( \frac{7J}{2} + \frac{49}{4}D - \frac{7}{2}h \right) [g_{n-1}(\frac{-7}{2})]^{q-1} \]

\[ + e^\left( \frac{5J}{2} + \frac{25}{4}D + \frac{5}{2}h \right) [g_{n-1}(\frac{5}{2})]^{q-1} + e^\left( \frac{5J}{2} + \frac{25}{4}D - \frac{5}{2}h \right) [g_{n-1}(\frac{-5}{2})]^{q-1} \]

\[ + e^\left( \frac{3J}{2} + \frac{9}{4}D + \frac{3}{2}h \right) [g_{n-1}(\frac{3}{2})]^{q-1} + e^\left( \frac{3J}{2} + \frac{9}{4}D - \frac{3}{2}h \right) [g_{n-1}(\frac{-3}{2})]^{q-1} \]

\[ + e^\left( \frac{J}{2} + \frac{1}{4}D + \frac{1}{2}h \right) [g_{n-1}(\frac{1}{2})]^{q-1} + e^\left( \frac{J}{2} + \frac{1}{4}D - \frac{1}{2}h \right) [g_{n-1}(\frac{-1}{2})]^{q-1} \tag{6} \]
\[ g_n(0) = \sum_{\{\sigma_1\}} \exp \left[ \beta(D\sigma_1^2 + h\sigma_1) \right] [g_{n-1}(\sigma_1)]^{q-1} \]
\[ = e^{\beta\left(\frac{49}{4}D + \frac{7}{2}h\right)} \left[ g_{n-1}\left(\frac{7}{2}\right) \right]^{q-1} + e^{\beta\left(\frac{49}{4}D - \frac{7}{2}h\right)} \left[ g_{n-1}\left(-\frac{7}{2}\right) \right]^{q-1} \]
\[ + e^{\beta\left(\frac{25}{4}D + \frac{5}{2}h\right)} \left[ g_{n-1}\left(\frac{5}{2}\right) \right]^{q-1} + e^{\beta\left(\frac{25}{4}D - \frac{5}{2}h\right)} \left[ g_{n-1}\left(-\frac{5}{2}\right) \right]^{q-1} \]
\[ + e^{\beta\left(\frac{9}{4}D + \frac{3}{2}h\right)} \left[ g_{n-1}\left(\frac{3}{2}\right) \right]^{q-1} + e^{\beta\left(\frac{9}{4}D - \frac{3}{2}h\right)} \left[ g_{n-1}\left(-\frac{3}{2}\right) \right]^{q-1} \]
\[ + e^{\beta\left(\frac{1}{4}D + \frac{1}{2}h\right)} \left[ g_{n-1}\left(\frac{1}{2}\right) \right]^{q-1} + e^{\beta\left(\frac{1}{4}D - \frac{1}{2}h\right)} \left[ g_{n-1}\left(-\frac{1}{2}\right) \right]^{q-1} \] (7)

\[ g_{n-1}\left(\pm \frac{7}{2}\right) = \sum_{\{s_1\}} \exp \left[ \beta\left(\frac{\pm 7f}{2}S_z + DS_z^2 + hS_z\right) \right] [g_{n-2}(s_1)]^{q-1} \]
\[ = e^{\beta\left(\frac{\pm 7f}{2} + D + h\right)} \left[ g_{n-2}(1) \right]^{q-1} + e^{\beta\left(\frac{\pm 7f}{2} + D - h\right)} \left[ g_{n-2}(-1) \right]^{q-1} + g_{n-2}^{q-1}(0). \] (8)

\[ g_{n-1}\left(\pm \frac{5}{2}\right) = \sum_{\{s_1\}} \exp \left[ \beta\left(\frac{\pm 5f}{2}S_z + DS_z^2 + hS_z\right) \right] [g_{n-2}(s_1)]^{q-1} \]
\[ = e^{\beta\left(\frac{\pm 5f}{2} + D + h\right)} \left[ g_{n-2}(1) \right]^{q-1} + e^{\beta\left(\frac{\pm 5f}{2} + D - h\right)} \left[ g_{n-2}(-1) \right]^{q-1} + g_{n-2}^{q-1}(0). \] (9)

\[ g_{n-1}\left(\pm \frac{3}{2}\right) = \sum_{\{s_1\}} \exp \left[ \beta\left(\frac{\pm 3f}{2}S_z + DS_z^2 + hS_z\right) \right] [g_{n-2}(s_1)]^{q-1} \]
\[ = e^{\beta\left(\frac{\pm 3f}{2} + D + h\right)} \left[ g_{n-2}(1) \right]^{q-1} + e^{\beta\left(\frac{\pm 3f}{2} + D - h\right)} \left[ g_{n-2}(-1) \right]^{q-1} + g_{n-2}^{q-1}(0). \] (10)

\[ g_{n-1}\left(\pm \frac{1}{2}\right) = \sum_{\{s_1\}} \exp \left[ \beta\left(\frac{\pm f}{2}S_z + DS_z^2 + hS_z\right) \right] [g_{n-2}(s_1)]^{q-1} \]
\[ = e^{\beta\left(\frac{\pm f}{2} + D + h\right)} \left[ g_{n-2}(1) \right]^{q-1} + e^{\beta\left(\frac{\pm f}{2} + D - h\right)} \left[ g_{n-2}(-1) \right]^{q-1} + g_{n-2}^{q-1}(0). \] (11)

After calculating all the \(g_n(S_0)\) and \(g_{n-1}(\sigma_1)\), we can define the recursion relations for the spin-1 as

\[ Y_n = \frac{g_n(1)}{g_n(0)}, \quad Z_n = \frac{g_n(-1)}{g_n(0)}, \] (12)
and for the spin-\(\frac{7}{2}\) as

\[
\begin{align*}
A_{n-1} &= \frac{g_{n-1}(\frac{7}{2})}{g_{n-1}(\frac{1}{2})}, & B_{n-1} &= \frac{g_{n-1}(\frac{7}{2})}{g_{n-1}(\frac{1}{2})}, \\
C_{n-1} &= \frac{g_{n-1}(\frac{5}{2})}{g_{n-1}(\frac{1}{2})}, & D_{n-1} &= \frac{g_{n-1}(\frac{5}{2})}{g_{n-1}(\frac{1}{2})}, \\
E_{n-1} &= \frac{g_{n-1}(\frac{3}{2})}{g_{n-1}(\frac{1}{2})}, & F_{n-1} &= \frac{g_{n-1}(\frac{3}{2})}{g_{n-1}(\frac{1}{2})}, \\
G_{n-1} &= \frac{g_{n-1}(\frac{1}{2})}{g_{n-1}(\frac{1}{2})}.
\end{align*}
\] (13)

To investigate our model, we define two order parameters, the magnetization \(M\) and the corresponding quadrupolar moment \(Q\). For the sublattice \(A\), the order parameters are, respectively, defined by

\[
\begin{align*}
M_A &= Z_A^{-1} \sum_{\{S_0\}} S_0 \exp \left[ \beta (DS_0^2 + h S_0) \right] g_0^1(S_0), \\
Q_A &= Z_A^{-1} \sum_{\{S_0\}} S_0 \exp (\beta DS_0^2 + h S_0) g_0^1(S_0).
\end{align*}
\] (14) (15)

After some mathematical calculations, the two order parameters are explicitly given by

\[
\begin{align*}
M_A &= \frac{e^{(\beta D)} \left( e^{(\beta h)} Y_0^q - e^{(-\beta h)} Z_0^q \right)}{e^{(\beta D)} \left( e^{(\beta h)} Y_0^q + e^{(-\beta h)} Z_0^q \right) + 1}, \\
Q_A &= \frac{e^{(\beta D)} \left( e^{(\beta h)} Y_0^q + e^{(-\beta h)} Z_0^q \right)}{e^{(\beta D)} \left( e^{(\beta h)} Y_0^q + e^{(-\beta h)} Z_0^q \right) + 1}.
\end{align*}
\] (16) (17)

In the same way, we also calculate the two order parameters for the sublattice \(B\) as follows:

\[
\begin{align*}
M_B &= \frac{M_A}{M_B}, \\
Q_B &= \frac{Q_A}{Q_B},
\end{align*}
\]

where

\[
\begin{align*}
M_B' &= 7e^{(\frac{9}{4} \beta D)} \left( e^{(\frac{7}{2} \beta h)} A_{n-1}^q - e^{(\frac{-7}{2} \beta h)} B_{n-1}^q \right) \\
&\quad + 5e^{(\frac{25}{4} \beta D)} \left( e^{(\frac{5}{2} \beta h)} C_{n-1}^q - e^{(\frac{-5}{2} \beta h)} D_{n-1}^q \right) \\
&\quad + 3e^{(\frac{9}{4} \beta D)} \left( e^{(\frac{3}{2} \beta h)} E_{n-1}^q - e^{(\frac{-3}{2} \beta h)} F_{n-1}^q \right) \\
&\quad + e^{(\beta D)} \left( e^{(\frac{1}{2} \beta h)} G_{n-1}^q - e^{(\frac{-1}{2} \beta h)} \right)
\end{align*}
\] (18)
\[
M_b^0 = 2e^{\left(\frac{49}{4} \beta D\right)} \left( e^{\left(\frac{7}{2} \beta h\right)} A_{n-1}^q + e^{\left(-\frac{7}{2} \beta h\right)} B_{n-1}^q \right)
\]
\[+ 2e^{\left(\frac{25}{4} \beta D\right)} \left( e^{\left(\frac{5}{2} \beta h\right)} C_{n-1}^q + e^{\left(-\frac{5}{2} \beta h\right)} D_{n-1}^q \right)
\]
\[+ 2e^{\left(\frac{9}{4} \beta D\right)} \left( e^{\left(\frac{3}{2} \beta h\right)} E_{n-1}^q + e^{\left(-\frac{3}{2} \beta h\right)} F_{n-1}^q \right)
\]
\[+ 2e^{\left(\frac{1}{4} \beta D\right)} \left( e^{\left(\frac{1}{2} \beta h\right)} G_{n-1}^q + e^{\left(-\frac{1}{2} \beta h\right)} \right) \quad (19)
\]

\[
Q_B^* = 49e^{\left(\frac{49}{4} \beta D\right)} \left( e^{\left(\frac{7}{2} \beta h\right)} A_{n-1}^q + e^{\left(-\frac{7}{2} \beta h\right)} B_{n-1}^q \right)
\]
\[+ 25e^{\left(\frac{25}{4} \beta D\right)} \left( e^{\left(\frac{5}{2} \beta h\right)} C_{n-1}^q + e^{\left(-\frac{5}{2} \beta h\right)} D_{n-1}^q \right)
\]
\[+ 9e^{\left(\frac{9}{4} \beta D\right)} \left( e^{\left(\frac{3}{2} \beta h\right)} E_{n-1}^q + e^{\left(-\frac{3}{2} \beta h\right)} F_{n-1}^q \right)
\]
\[+ e^{\left(\frac{1}{4} \beta D\right)} \left( e^{\left(\frac{1}{2} \beta h\right)} G_{n-1}^q + e^{\left(-\frac{1}{2} \beta h\right)} \right) \quad (20)
\]

\[
Q_B^q = 4e^{\left(\frac{49}{4} \beta D\right)} \left( e^{\left(\frac{7}{2} \beta h\right)} A_{n-1}^q + e^{\left(-\frac{7}{2} \beta h\right)} B_{n-1}^q \right)
\]
\[+ 4e^{\left(\frac{25}{4} \beta D\right)} \left( e^{\left(\frac{5}{2} \beta h\right)} C_{n-1}^q + e^{\left(-\frac{5}{2} \beta h\right)} D_{n-1}^q \right)
\]
\[+ 4e^{\left(\frac{9}{4} \beta D\right)} \left( e^{\left(\frac{3}{2} \beta h\right)} E_{n-1}^q + e^{\left(-\frac{3}{2} \beta h\right)} F_{n-1}^q \right)
\]
\[+ 4e^{\left(\frac{1}{4} \beta D\right)} \left( e^{\left(\frac{1}{2} \beta h\right)} G_{n-1}^q + e^{\left(-\frac{1}{2} \beta h\right)} \right) \quad (21)
\]

In order to determine the compensation temperature, one has to define the global magnetization \( M_{\text{net}} \) of the model which is given by

\[
M_{\text{net}} = \frac{M_A + M_B}{2}. \quad (22)
\]

To really study the model in detail and single out the influence of the applied magnetic field on the magnetic properties of the model, we have also examined the thermal variations of the response functions, i.e the susceptibilities, the specific heat and the internal energy defined, respectively, by

\[
\chi_{\text{Total}} = \chi_A + \chi_B
\]
\[
= \left( \frac{\partial M_A}{\partial h} \right)_{h=0} + \left( \frac{\partial M_A}{\partial h} \right)_{h=0}
\]
\[
C = -\beta^2 \frac{\partial^2 (-\beta F')}{\partial \beta^2} \quad (23)
\]
\[
U \frac{1}{N[J]} = -k_B T \frac{\partial}{\partial T} \left( \frac{F'}{k_B T} \right), \quad (24)
\]

where \( F' \) is the free energy.
So, using the definition of the free energy $F' = -kT\ln(Z)$ in the thermodynamic limit ($n \to \infty$) and in order to introduce the recursion relations, we can rewrite the free energy as

$$F' / J = -\frac{1}{\beta'} \left[ \frac{q-1}{2-q} \ln F_1 + \frac{1}{2-q} \ln F_2 + \ln F_3 \right],$$

(26)

where $\beta' = \beta J$, $F_1 = \frac{g_n(1-1/2)}{g_n(1)}$, $F_2 = \frac{g_n(1)}{g_n(1)}$ and $F_3 = \frac{Z}{g_n(1)}$.

After some mathematical manipulations, the free energy expression in terms of recursion relations is explicitly given by

$$F' / J = -\frac{1}{\beta'} \left\{ \frac{q-1}{2-q} \ln \left[ e^{\beta \left( \frac{-J}{2} + D + h \right)} Y_n^{q-1} + e^{\beta \left( \frac{J}{2} + D - h \right)} Z_n^{q-1} + 1 \right] \right\}$$

$$-\frac{1}{\beta'} \left\{ \ln \left[ e^{\beta (D+h)} Y_n^{q-1} + e^{\beta (D-h)} Z_n^{q-1} + 1 \right] \right\}$$

$$-\frac{1}{\beta'} \left\{ \frac{1}{2-q} \ln \left[ e^{\beta \left( \frac{49D}{4} + \frac{7h}{2} \right)} A_n^{q-1} + e^{\beta \left( \frac{49D}{4} - \frac{7h}{2} \right)} B_n^{q-1} \right. \right.$$

$$+ e^{\beta \left( \frac{25D}{4} + \frac{5h}{2} \right)} C_n^{q-1} + e^{\beta \left( \frac{25D}{4} - \frac{5h}{2} \right)} D_n^{q-1}$$

$$+ e^{\beta \left( \frac{9D}{4} + \frac{3h}{2} \right)} E_n^{q-1} + e^{\beta \left( \frac{9D}{4} - \frac{3h}{2} \right)} F_n^{q-1}$$

$$+ e^{\beta \left( \frac{D}{4} + \frac{h}{2} \right)} G_n^{q-1} + e^{\beta \left( \frac{D}{4} - \frac{h}{2} \right)} \right\} \right\}.$$

(27)

3. Definition of the critical temperatures

The Curie temperature or second-order transition temperature $T_c$ is the temperature at which both sublattice magnetizations and the global magnetization go to zero continuously. $T_c$ separates the ordered ferrimagnetic phase (F) from the disordered paramagnetic phase (P). At $T_c$, one can obtain explicit expressions of the recursion relations as follows:

For the spin-1,

$$Y_n = Z_n = \frac{Y_1}{Y_0},$$

(28)

where

$$Y_1 = e^{\frac{49\beta D}{4}} \cosh \left( \frac{7\beta f}{2} \right) A_n^{q-1} + e^{\frac{25\beta D}{4}} \cosh \left( \frac{5\beta f}{2} \right) C_n^{q-1}$$

$$+ e^{\frac{9\beta D}{4}} \cosh \left( \frac{3\beta f}{2} \right) E_n^{q-1} + e^{\frac{\beta D}{2}} \cosh \left( \frac{\beta f}{2} \right) G_n^{q-1}$$

$$Y_0 = 2 \left( e^{\frac{49\beta D}{4}} A_n^{q-1} + e^{\frac{25\beta D}{4}} C_n^{q-1} + e^{\frac{9\beta D}{4}} E_n^{q-1} + e^{\frac{\beta D}{2}} G_n^{q-1} \right).$$
and for the spin-$\frac{7}{2}$,

\begin{align}
A_{n-1} &= B_{n-1} = \frac{e^{\beta D} \cosh(\frac{2\beta J}{2} Y_{n-1}^q) + 1}{e^{\beta D} \cosh(\frac{\beta J}{2} Y_{n-1}^q) + 1} \quad (29) \\
C_{n-1} &= D_{n-1} = \frac{e^{\beta D} \cosh(\frac{5\beta J}{2} Y_{n-1}^q) + 1}{e^{\beta D} \cosh(\frac{\beta J}{2} Y_{n-1}^q) + 1} \\
E_{n-1} &= F_{n-1} = \frac{e^{\beta D} \cosh(\frac{3\beta J}{2} Y_{n-1}^q) + 1}{e^{\beta D} \cosh(\frac{\beta J}{2} Y_{n-1}^q) + 1}. \quad (31)
\end{align}

In addition to the thermal variations of the order parameters and the global magnetization of the model, we also analyze the free energy $F'$ of the model in order to identify the first-order transition temperature $T_t$.

We also investigate the compensation temperature $T_{comp}$ at which the global magnetization goes to zero while both sublattice magnetizations cancel each other. $T_{comp}$ is found by locating the crossing point between the absolute values of sublattice magnetizations, i.e.

\[ |M_A(T_{comp})| = |M_B(T_{comp})| \neq 0. \quad (32) \]

Thus, we are now ready to study the thermal variations of the calculated thermodynamical quantities of interest and to construct the finite-temperature phase diagrams of the model for $q = 3, 4$ and 6.

4. Numerical results and discussions

In this section, we present and discuss the results we obtained for the thermal behavior of the order parameters, the response functions, the internal energy, the free energy and the finite-temperature phase diagrams of the model. For this, we start discussions of the ground-state phase diagram which is very useful for the understanding of the obtained finite-temperature phase diagrams.

4.1. Ground-state phase diagram

Before proceeding to the discussions of the numerical results for the temperature dependence of the magnetic properties of the model, we first investigate the ground-state phase diagram. The ground-state structure of the model can be found by comparing the values of the energy $H_0$ for different spin configurations. $H_0$ may be written as

\[ H_0 = S \sigma - \frac{1}{q \|J\|} \left[ D(S^2 + \sigma^2) + h(S + \sigma) \right]. \quad (33) \]

Because of the ferrimagnetic coupling $J$ and positive field ($h \geq 0$), we only find eight possible pairs of spins. Computational analysis of the corresponding energies in the $(\frac{D}{q \|J\|}, \frac{h}{q \|J\|})$ plane yields the ground-state phase diagram displayed in Figure 2. The investigated mixed-spin Ising model has the usual symmetry. So, all ground states for negative field ($h < 0$) can be obtained from the corresponding ones at positive field, simply by reversing all spin orientations. The energies and the conditions for the occurrence of the eight possible states are shown in Table 1. This diagram shows some key features, in particular, the existence of seven multicritical points ($A_1, A_2, \ldots, A_7$) and coexistence lines where the spin pair energy of some phases coincides. In the absence of the magnetic field, for a given value of $q$ and $D/q\|J\| \geq -\frac{1}{2}$, five saturation values exist for $M_B$ whereas for $M_A$, $\mp 1$ is the only one saturation value. Thus, we get the thermodynamic phases $(\mp 1, \pm \frac{7}{2}), (\mp 1, \pm \frac{5}{2})$ and $(\mp 1, \pm \frac{3}{2})$, and at the borders of
these phases, two hybrid phases, \((\pm 1, \pm 3)\) and \((\pm 1, \pm 2)\) at the multicritical points \(A_7\) and \(A_6\), respectively. These hybrid phases should correspond to cases where the sublattice B is half–half covered by spins of the two neighboring phases. It is important to indicate that the ground-state phase diagram is very useful because it helps to check the reliability of the theoretical results and to classify different phase regions of the model for the phase diagrams at nonzero temperature.

### 4.2. Thermal variations of the order parameters, the response functions and the internal energy

As it is explained above, the thermal variations of the order parameters, the response functions, the internal energy and free energy for the present model were obtained in terms of recursion relations.

#### Table 1. Energies and conditions for the occurrence of the eight spin configurations in the ground-state phase diagram for mixed spin-1 and spin-7/2 Ising ferrimagnetic model under the magnetic field \(h (h > 0)\).

<table>
<thead>
<tr>
<th>Spin configuration</th>
<th>Ground-state energy per site ((H_0)) of the state</th>
<th>Conditions for occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>((+1, +\frac{3}{2})) I</td>
<td>(-\frac{7qJ}{2} - \frac{5qD}{4} - \frac{9h}{2})</td>
<td>(-7qJ - 2h &gt; 0) and (-qJ - 6D - h &lt; 0)</td>
</tr>
<tr>
<td>((+1, -\frac{3}{2})) II</td>
<td>(-\frac{7qJ}{2} - \frac{11qD}{4} - \frac{9h}{2})</td>
<td>(h &gt; 0), (-7qJ - 2h &lt; 0), (6qJ - 6D + h &lt; 0), (2D + 1 &gt; 0) and (-qJ - 6D - h &lt; 0)</td>
</tr>
<tr>
<td>((+1, +\frac{5}{2})) III</td>
<td>(-\frac{5qJ}{2} - \frac{2qD}{4} - \frac{7h}{2})</td>
<td>(6qJ - 6D + h &lt; 0), (-qJ - 6D - h &gt; 0), and (-qJ - 4D - h &lt; 0)</td>
</tr>
<tr>
<td>((+1, -\frac{5}{2})) IV</td>
<td>(-\frac{7qJ}{2} - \frac{2qD}{4} - \frac{9h}{2})</td>
<td>(h &gt; 0), (qJ - 6D - h &gt; 0), (2D + 1 &gt; 0) and (qJ - 4D - h &lt; 0)</td>
</tr>
<tr>
<td>((+1, +\frac{7}{2})) V</td>
<td>(-\frac{3qJ}{2} - \frac{11qD}{4} - \frac{5h}{2})</td>
<td>(-qJ - 2D - h &gt; 0), (2D + 1 &lt; 0) and (-qJ - 4D - h &gt; 0)</td>
</tr>
<tr>
<td>((+1, -\frac{7}{2})) VI</td>
<td>(-\frac{7qJ}{2} - \frac{13qD}{4} - \frac{7h}{2})</td>
<td>(h &gt; 0), (qJ - 4D - h &gt; 0) and (2D + 1 &gt; 0)</td>
</tr>
<tr>
<td>((+1, +\frac{1}{2})) VII</td>
<td>(-\frac{5qJ}{2} - \frac{5qD}{4} - \frac{9h}{2})</td>
<td>(h &gt; 0), (-qJ - 2D - h &lt; 0), (2D + 1 &lt; 0) and (-\frac{qJ}{4} - D - h &gt; 0)</td>
</tr>
<tr>
<td>((0, +\frac{1}{2})) VIII</td>
<td>(-\frac{7qJ}{2} - \frac{h}{2})</td>
<td>(h &gt; 0), (-\frac{qJ}{4} - D - h &lt; 0) and (2D + 1 &lt; 0)</td>
</tr>
</tbody>
</table>
The thermal behaviors of the order parameters play a crucial role in obtaining the finite-temperature phase diagrams of the system: when the magnetization curves go to zero continuously separating the ferrimagnetic phase from the paramagnetic phase, one gets the second-order phase transition or Curie temperature, i.e. the temperature at which magnetizations vanish. In the case of jumps in the magnetization curves followed by a discontinuity of the first derivative of the free energy $F^*$, one gets a first-order transition temperature. Besides these two temperatures, there is another temperature called compensation temperature defined as the temperature where the global magnetization becomes zero before the critical temperature. Therefore, in order to identify transition and compensation lines, one has to study the thermal behaviors of the considered thermodynamical quantities of the model. Now, we can present some results concerning the thermal behaviors of the order parameters, the response functions and the internal energy in the absence of the magnetic field $h$ when $q = 3$, 4 and 6.

Figure 3 illustrates some thermal variations of the sublattice magnetizations $M_1$ and $M_2$ when $q = 3$, 4 and 6 for selected values of the crystal field $D$ and $J$. From panels (a) to (b), we have depicted the thermal behaviors of sublattice magnetizations $M_1$ and $M_2$ as functions of the temperature for selected values of $D/|J|$ when $q = 3$, 4. The results are in perfect agreement with the ground-state phase diagram concerning the saturation values. Indeed, $M_1$ falls from its unique saturation value $\mp 1$ with the increasing temperature whereas $M_2$ shows five saturation values. The behaviors of the sublattice magnetizations $M_1$ and $M_2$ are quite similar. Also, one can notice that all the curves are continuous and the Curie temperature $T_c$, at which both magnetization curves go to zero with the crystal field $D/|J|$ and the coordination number $q$. In the last panel, we have displayed the temperature variations of the sublattice magnetizations for the selected values of the crystal field when $q = 6$. One notices that the model also exhibits first-order transition indicated here by $T_c$. Especially, from this panel one remarks that the model presents three different first-order transition temperatures, namely $T_{c1}$, $T_{c2}$ and $T_{c3}$.

In Figure 4, we have displayed the thermal behaviors of the sublattice magnetizations and corresponding susceptibilities when $q = 3$, 4 and $D/|J| = 1$. From this figure, one can notice that the model only exhibits the second-order phase transition and the transition temperature $T_c$ at which the transition occurs, increases with the increasing coordination number $q$. Here, $T_c$ separates the ferrimagnetic phase ($\mp 1$, $\pm 1$) from the paramagnetic phase ($P$) and $T_c/|J| = 5.061$ (respectively, $T_c/|J| = 7.364$) for $q = 3$ (respectively for $q = 4$). Also, one remarks that for $T \to T_c$, $\chi_1 \to +\infty$ whereas $\chi_{7/2} \to -\infty$. For $T > T_c$, the susceptibility $\chi_1$ rapidly decreases whereas the susceptibility $\chi_{7/2}$ rapidly increases when the temperature increases and very far from the Curie temperature $T_c$, $\chi_1 \to 0$ and $\chi_{7/2} \to 0$.

On the other hand, to really confirm that the model only exhibits the second-order transition for $q = 3$, 4, we have plotted in Figure 5 the temperature dependence variations of the specific heat and the internal energy for various values of the crystal field as indicated in the figure. Both the specific heat and the internal energy rapidly increase with the increasing temperature and make peak without jump discontinuities at the same $T_c$. By increasing the strength of the crystal field and the coordination number, the $T_c$, at which the transition occurs, increases and this is easily observed by comparing results from different panels of Figure 5. The results obtained in this figure also confirm that the system only presents second-order transition for the coordination numbers 3 and 4.

In order to prove that the model really shows three first-order transition temperatures as shown in the last panel of Figure 3 for $q = 6$, we have illustrated in Figure 6, the temperature dependence of sublattice magnetizations, the specific heat and the free energy for the same values of the system parameters as it is considered in the last panel of Figure 3. The sublattice magnetizations, the specific heat and also the free energy $F^*$ simultaneously exhibit three different jump discontinuities at three different first-order temperatures indicated respectively by $T_{c1}/|J| = 0.116$, $T_{c2}/|J| = 0.446$ and $T_{c3}/|J| = 0.832$. From this figure, one can confirm the existence of three different first-order transition temperatures.
Let us now discuss the thermal variations of the sublattice magnetizations, the corresponding response functions and the internal energy of the system in the presence of the longitudinal magnetic field $h$.

Figure 7 expresses the effects of an applied magnetic field $h$ on the magnetic properties of the model when $qD^3$ and $D/|J| \leq 0.15$ for selected values of $h/|J|$.

From panel (a) to panel (b), the sublattice magnetizations continuously decrease from their saturation values to nonzero values when the temperature increases. The remaining values of the sublattice magnetizations are more

---

Figure 3. Sublattice magnetizations of the model as functions of the reduced temperature $kT/|J|$ when $q = 3, 4$ and $6$ for various values of the crystal field interactions $D$. Panel (a): Curves are displayed for $q = 3$ and selected values of $D/|J|$ indicated on the curves. Panel (b): Curves are displayed for $q = 4$ and selected values of $D/|J|$ indicated on the curves. Panel (c): Curves are displayed for $q = 6$ and selected values of $D/|J|$ indicated on the curves. For $q = 3, 4$, the model shows only second-order transition, but for $q = 6$, the model exhibits second-order and first-order transitions. $T_c$ and $T_t$ are, respectively, the second-order and first-order temperatures.

Let us now discuss the thermal variations of the sublattice magnetizations, the corresponding response functions and the internal energy of the system in the presence of the longitudinal magnetic field $h$.

Figure 7 expresses the effects of an applied magnetic field $h$ on the magnetic properties of the model when $q = 3$ and $D/|J| = 0.15$ for selected values of $h/|J|$. From panel (a) to panel (b), the sublattice magnetizations continuously decrease from their saturation values to nonzero values when the temperature increases. The remaining values of the sublattice magnetizations are more
important when the value of the applied magnetic field increases. So, one can observe that the system does not present any transition when \( h/|J| \neq 0 \). It is important to indicate that in the case of \( h/|J| = 0 \), the model exhibits the second-order transition at a Curie temperature \( T_c/|J| = 4.153 \), where the two sublattice magnetizations continuously go to zero after decreasing from their saturation values at \( T = 0 \). In panels (c)–(e), we have displayed the temperature dependence of the total susceptibility \( \chi_T \), the specific heat \( C \) and the internal energy \( U \). One can see from these panels that the response functions and the internal energy indicate a second-order transition which occurs at the same \( T_c/|J| \) as in the case of \( h/|J| = 0 \). For \( h/|J| \neq 0 \) and \( T > T_c \), the response functions exhibit a

Figure 4. Thermal variations of sublattice magnetizations and corresponding susceptibilities are calculated for \( q = 3, 4 \), and the reduced crystal field \( D/|J| = 1 \) as shown in the figure from panel (a) to panel (b). Values of the physical parameters considered for the system are indicated in different panels.
maximum and the height of the maximum decreases when the value of the applied magnetic field increases.

To show the influence of $D/|J|$ on the system properties, we have illustrated in Figure 8, the thermal variations of the response functions for some values of the system parameters: $h/|J| = 0.5$; $q = 3, 4$ and varying $D/|J|$. Considering the different panels of Figure 8, one observes that the response functions show interesting behaviors. Indeed, the two studied response functions globally show a maximum at a certain value of the temperature. This temperature increases with the coordination number and the strength of the crystal field. It is important to mention that the height of the maximum of the two response functions also increases by increasing the strength of the crystal field.

4.3. Finite-temperature phase diagrams

After all the above calculations, we can illustrate the finite-temperature phase diagrams of the model. So, in Figure 9, we have constructed the phase diagrams of the system in the $(D/|J|, kT/|J|)$ plane in the absence of the magnetic field when $q = 3, 4$ and 6. In the different phase diagrams, the solid, the dashed, the dotted lines and the filled circles indicate, respectively, second-order transition, first-order transition, compensation lines and tricritical points. The two filled triangles indicate the two multicritical points $A_6$ and $A_7$ found in the ground-state phase diagram displayed in Figure 2. 

Figure 5. Thermal variations of the specific heat and internal energy are calculated for $q = 3, 4$, and selected values of the crystal field $D/|J|$ as shown in the figures from panel (a) to panel (d). Values of the physical parameters considered for the system are indicated in different panels. Analysis of the different panels of this figure shows that the model only exhibits second-order transition for $q = 3, 4$. 
From this figure, some interesting properties of the system are singled out. Indeed, for all values of the coordination number $q$, the compensation lines are unclosed loops which are obtained by the collection of the compensation temperatures. From panel (a) to panel (b) where $q = 3$ and 4, the transition lines are only of the second order, separate the ferrimagnetic phase ($F$) from the paramagnetic phase ($P$) and go to the zero temperature at $D/|J| = -\frac{q}{6}$. Also, one can observe that (1) when $D/|J| > -\frac{q}{6}$, the second-order phase transition turns from ferrimagnetic phase II to the disordered paramagnetic phase $P$. (2) For $-\frac{q}{4} < D/|J| < -\frac{q}{6}$, the second-order phase transition is from the ferrimagnetic IV to the paramagnetic phase $P$. (3) When $-\frac{q}{2} < D/|J| < -\frac{q}{4}$, the second-order phase transition is from the ferrimagnetic phase VI to the paramagnetic phase $P$. (4) For $D/|J| = -\frac{q}{6}$, the transition lines are only of the second order, separate the ferrimagnetic phase from the paramagnetic phase and go to the zero temperature at $D/|J| = -\frac{q}{6}$.

Figure 6. Temperature dependence of sublattice magnetizations, the specific heat and the free energy when $D/|J| = -3$ and $q = 6$. From different panels, one can conclude that the model exhibits first-order transition at three different temperatures where the different thermodynamical quantities studied here present three different jump discontinuities.
Figure 7. Thermal variations of sublattice magnetizations, the corresponding response functions and the internal energy of the model when $D/|J| = 0.15$ for selected values of the magnetic field $h/|J|$ as shown in different panels. From the analysis of different panels, one can remark that the model only presents phase transition when $h/|J| = 0$. For $h/|J| \neq 0$, the remaining magnetizations become more important when the value of the magnetic field increases.
respectively, $D/|J| = -\frac{q}{4}$, the second-order transition phase is from the hybrid phase ($\mp 1$, $\pm 3$), respectively, the hybrid phase ($\mp 1$, $\pm 2$) to the paramagnetic phase $P$.

In the last panel where the phase diagram is constructed for $q = 6$, the model shows a tricritical point located by $(D_{tri}/|J| \simeq -2.99, kT_{tri}/|J| \simeq 0.832)$ where the second-order transition line is connected to the first-order transition line, and the first-order transition line existing at very low temperatures goes also to zero temperature at $D/|J| = -\frac{q}{2}$. Here, also one can notice similar results concerning the transition from the different ferrimagnetic phases to the paramagnetic phase $P$ as in the case of $q = 3$ and 4. But for $-\frac{q}{2} < D/|J| < D_{tri}/|J|$, the transition is of the first order and is from the ferrimagnetic phase VI to the paramagnetic phase $P$. It is important to indicate that the Curie temperature at which the second-order transition occurs increases with the strength of the crystal field $D$ and the coordination number $q$.

In order to check that reliable compensation temperatures are found, we have examined the thermal variations of the global magnetization $M_{net}$ of the system as a function of the temperature for $q = 4$ and $D/|J| = -1.992$ as shown in panel (a) of Figure 10. The global magnetization vanishes twice before going to the Curie temperature $T_c$. Here, the two compensation temperatures are, respectively, $T_{comp1}/|J| = 0.069$ and $T_{comp2}/|J| = 0.536$. This indicates that the model globally shows two compensation temperatures. Our results concerning the existence of the compensation
Figure 9. Finite-temperature phase diagrams of the model in the \((D/J, kT/J)\) plane. The solid, dashed, dotted lines and filled circles indicate, respectively, second-order transition line, first-order transition line, compensation line and tricritical points. Panel (a): \(q = 3\); panel (b): \(q = 4\); panel (c): \(q = 6\). Here, the model presents tricritical behavior in the case of \(q = 6\) and the compensation lines are unclosed loops for all values of \(q\). The multicritical points \(A_6\) and \(A_7\), which, respectively, indicate the positions of the hybrid phases \((\mp 1, \pm 2)\) and \((\mp 1, \pm 3)\), and separate the ferrimagnetic phases VI, IV and II.
Figure 10. Thermal behavior of the global magnetization of the model are examined by means of two methods. Panel (a): Bethe approach method; panel (b): Monte Carlo (MC) simulations method. The two methods are qualitatively in perfect agreement concerning the existence of the compensation points of the model.

Figure 11. $M_{\text{net}}$ as a function of the temperature for selected values of the crystal field when $q = 3$ as indicated in different panels. The model shows the R-, S-, Q- and P-type of compensation behaviors as classified in the extended Néel nomenclature.
temperatures are in perfect agreement with [25], where the same model is investigated. Also, to get reliable insight on the calculated compensation temperatures in panel (a), we have used the standard MC simulations with the usual Metropolis algorithm [41] on a relatively small system of $32 \times 32$ lattice size with periodic boundary conditions. The previous results have been checked for $q = 4$ and $D/|J| = -1.992$. A number of $5 \times 10^5$ MC steps and six independent runs are performed for statistical averages. Physical quantities of interest are calculated after the system reaches a thermal equilibrium at the considered temperature. As indicated in panel (b), two compensation temperatures are also recovered. It emerges that the MC simulations are in qualitative agreement with results found by the Bethe lattice approach. Extensive simulations and larger system sizes are certainly needed to get more accurate quantitative results. Since the Bethe lattice approach neglects spin correlations that are importantly close to the Curie temperature, one may not expect to get quantitative agreement with results displayed in panel (a).

Also, we investigated the global magnetization as a function of the temperature and obtained some compensation types of Ising model. Figure 11 shows temperature dependencies of the global magnetization $M_{\text{net}}$ for selected values of the crystal field when $q = 3$. As seen from Figure 11, the model exhibits four types of compensation behaviors, namely R-, S-, Q- and P-type compensation behaviors as classified in the extended Néel nomenclature.[42]

5. Conclusion

In this paper, we report results on the molecular magnetism of the mixed spin-1 and spin-$\frac{7}{2}$ Blume–Capel ferrimagnetic model on the Bethe lattice under an applied magnetic field studied by means of exact recursion equations method. All the thermodynamical quantities of interest are obtained in terms of recursion equations.

The ground-state phase diagram of the model was constructed as shown in Figure 2. In this phase diagram, we have found eight stable phases and along the $\frac{D}{q|J|}$ axis, two particular hybrid phases are located at two multicritical points, namely $A_6$ and $A_7$. This ground-state phase diagram is used as a guide in obtaining the different finite-temperature phase diagrams. We also investigated in the presence and the absence of longitudinal magnetic field $h$, the thermal variations of sublattice magnetizations, the corresponding response functions, the internal energy and the free energy as seen in Figures (3)—(8). From these figures, the order parameters showed in most cases, the usual decay with thermal fluctuations. By using the thermal behaviors of the considered order parameters, the analysis of the corresponding response functions, the internal energy and the free energy, the nature of the different phase transitions encountered is identified. This enables us to present and discuss in detail the different finite-temperature phase diagrams in the case of equal crystal field interactions as shown in Figure (9)—(11). We have found that the model presents very rich critical behaviors, which include first-order and second-order transitions as well as tricritical points in the physical parameters’ space. We have also found that the model displays the compensation phenomenon where the compensation points were identified for appropriate values of the crystal field interactions.

Finally, we should mention that the different results achieved here bear some topological resemblances with those reported in [20, 21, 25].
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